Assignment 9

The due date for submitting this assignment has passed.

1. Statement: DQN is implemented with current and target network. (1 point)
   - Both a target and a current network are used to improve the learning process.
   - Both are updated separately.

2. Which of the following is true about DQN? (1 point)
   - Policy gradient methods can be used for continuous action spaces.
   - Policy gradients are composed of gradients over all state-action pair.
   - Policy gradients methods can be used for continuous action spaces.
   - You should not care about the exploration in continuous action spaces.
   - True

3. Both a target and current network are updated separately. (1 point)
   - Both are updated separately.
   - Both are used to improve the learning process.
   - Both are updated simultaneously.
   - You do not need to care about the exploration in continuous action spaces.
   - True

4. Which of the following is true about DQN? (1 point)
   - Policy gradients are composed of gradients over all state-action pair.
   - You should not care about the exploration in continuous action spaces.
   - You should not care about the exploration in continuous action spaces.
   - True

5. Both a target and current network are updated separately. (1 point)
   - True

6. Both a target and current network are updated separately. (1 point)
   - True

7. Which of the following is true about DQN? (1 point)
   - True

8. You should not care about the exploration in continuous action spaces. (1 point)
   - True

9. Which of the following is true about DQN? (1 point)
   - True

10. Which of the following is true about DQN? (1 point)
    - True

11. Which of the following is true about DQN? (1 point)
    - True