Module 3

Data Link control
Lesson 2

Error Detection and Correction
Special Instructional Objectives:

On completion of this lesson, the student will be able to:

- Explain the need for error detection and correction
- State how simple parity check can be used to detect error
- Explain how two-dimensional parity check extends error detection capability
- State how checksum is used to detect error
- Explain how cyclic redundancy check works
- Explain how Hamming code is used to correct error

3.2.1 Introduction

Environmental interference and physical defects in the communication medium can cause random bit errors during data transmission. Error coding is a method of detecting and correcting these errors to ensure information is transferred intact from its source to its destination. Error coding is used for fault tolerant computing in computer memory, magnetic and optical data storage media, satellite and deep space communications, network communications, cellular telephone networks, and almost any other form of digital data communication. Error coding uses mathematical formulas to encode data bits at the source into longer bit words for transmission. The "code word" can then be decoded at the destination to retrieve the information. The extra bits in the code word provide redundancy that, according to the coding scheme used, will allow the destination to use the decoding process to determine if the communication medium introduced errors and in some cases correct them so that the data need not be retransmitted. Different error coding schemes are chosen depending on the types of errors expected, the communication medium's expected error rate, and whether or not data retransmission is possible. Faster processors and better communications technology make more complex coding schemes, with better error detecting and correcting capabilities, possible for smaller embedded systems, allowing for more robust communications. However, tradeoffs between bandwidth and coding overhead, coding complexity and allowable coding delay between transmissions, must be considered for each application.

Even if we know what type of errors can occur, we can’t simple recognize them. We can do this simply by comparing this copy received with another copy of intended transmission. In this mechanism the source data block is send twice. The receiver compares them with the help of a comparator and if those two blocks differ, a request for re-transmission is made. To achieve forward error correction, three sets of the same data block are sent and majority decision selects the correct block. These methods are very inefficient and increase the traffic two or three times. Fortunately there are more efficient error detection and correction codes. There are two basic strategies for dealing with errors. One way is to include enough redundant information (extra bits are introduced into the data stream at the transmitter on a regular and logical basis) along with each block of data sent to enable the receiver to deduce what the transmitted character must have been. The other way is to include only enough redundancy to allow the receiver to deduce that error has occurred, but not which error has occurred and the receiver asks for
a retransmission. The former strategy uses **Error-Correcting Codes** and latter uses **Error-detecting Codes**.

To understand how errors can be handled, it is necessary to look closely at what error really is. Normally, a frame consists of m-data bits (i.e., message bits) and r-redundant bits (or check bits). Let the total number of bits be n (m + r). An n-bit unit containing data and check-bits is often referred to as an **n-bit codeword**.

Given any two code-words, say 10010101 and 11010100, it is possible to determine how many corresponding bits differ, just EXCLUSIVE OR the two code-words, and count the number of 1’s in the result. The number of bits position in which code words differ is called the **Hamming distance**. If two code words are a Hamming distance d-apart, it will require d single-bit errors to convert one code word to other. The error detecting and correcting properties depends on its Hamming distance.

- To detect d errors, you need a distance (d+1) code because with such a code there is no way that d-single bit errors can change a valid code word into another valid code word. Whenever receiver sees an invalid code word, it can tell that a transmission error has occurred.
- Similarly, to correct d errors, you need a distance 2d+1 code because that way the legal code words are so far apart that even with d changes, the original codeword is still closer than any other code-word, so it can be uniquely determined.

First, various types of errors have been introduced in Sec. 3.2.2 followed by different error detecting codes in Sec. 3.2.3. Finally, error correcting codes have been introduced in Sec. 3.2.4.

### 3.2.2 Types of errors

These interferences can change the timing and shape of the signal. If the signal is carrying binary encoded data, such changes can alter the meaning of the data. These errors can be divided into two types: Single-bit error and Burst error.

**Single-bit Error**

The term single-bit error means that only one bit of given data unit (such as a byte, character, or data unit) is changed from 1 to 0 or from 0 to 1 as shown in Fig. 3.2.1.

<table>
<thead>
<tr>
<th>0 1 0 1 1 1 0 0 1 0</th>
<th>Sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1 0 1 0 1 1 1 0</td>
<td>Single bit change (1 is changed to 0)</td>
</tr>
<tr>
<td>0 1 0 1 0 1 0 1 1 1 0</td>
<td>Received</td>
</tr>
</tbody>
</table>

*Figure 3.2.1 Single bit error*
Single bit errors are least likely type of errors in serial data transmission. To see why, imagine a sender sends data at 10 Mbps. This means that each bit lasts only for 0.1 \( \mu s \) (micro-second). For a single bit error to occur noise must have duration of only 0.1 \( \mu s \) (micro-second), which is very rare. However, a single-bit error can happen if we are having a parallel data transmission. For example, if 16 wires are used to send all 16 bits of a word at the same time and one of the wires is noisy, one bit is corrupted in each word.

**Burst Error**
The term burst error means that two or more bits in the data unit have changed from 0 to 1 or vice-versa. Note that burst error doesn’t necessary means that error occurs in consecutive bits. The length of the burst error is measured from the first corrupted bit to the last corrupted bit. Some bits in between may not be corrupted.

![Burst Error Diagram](image)

Burst errors are mostly likely to happen in serial transmission. The duration of the noise is normally longer than the duration of a single bit, which means that the noise affects data; it affects a set of bits as shown in Fig. 3.2.2. The number of bits affected depends on the data rate and duration of noise.

### 3.2.3 Error Detecting Codes

Basic approach used for error detection is the use of redundancy, where additional bits are added to facilitate detection and correction of errors. Popular techniques are:

- Simple Parity check
- Two-dimensional Parity check
- Checksum
- Cyclic redundancy check
3.2.3.1 Simple Parity Checking or One-dimension Parity Check

The most common and least expensive mechanism for error-detection is the simple parity check. In this technique, a redundant bit called **parity bit**, is appended to every data unit so that the number of 1s in the unit (including the parity) becomes even.

Blocks of data from the source are subjected to a check bit or Parity bit generator form, where a parity of 1 is added to the block if it contains an odd number of 1’s (ON bits) and 0 is added if it contains an even number of 1’s. At the receiving end the parity bit is computed from the received data bits and compared with the received parity bit, as shown in Fig. 3.2.3. This scheme makes the total number of 1’s even, that is why it is called **even parity checking**. Considering a 4-bit word, different combinations of the data words and the corresponding code words are given in Table 3.2.1.

![Figure 3.2.3 Even-parity checking scheme](image)
Table 3.2.1 Possible 4-bit data words and corresponding code words

<table>
<thead>
<tr>
<th>Decimal value</th>
<th>Data Block</th>
<th>Parity bit</th>
<th>Code word</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
<td>0</td>
<td>00000</td>
</tr>
<tr>
<td>1</td>
<td>0001</td>
<td>1</td>
<td>00011</td>
</tr>
<tr>
<td>2</td>
<td>0010</td>
<td>1</td>
<td>00101</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
<td>0</td>
<td>00110</td>
</tr>
<tr>
<td>4</td>
<td>0100</td>
<td>1</td>
<td>01001</td>
</tr>
<tr>
<td>5</td>
<td>0101</td>
<td>0</td>
<td>01010</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
<td>0</td>
<td>01100</td>
</tr>
<tr>
<td>7</td>
<td>0111</td>
<td>1</td>
<td>01111</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>1</td>
<td>10001</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
<td>0</td>
<td>10010</td>
</tr>
<tr>
<td>10</td>
<td>1010</td>
<td>0</td>
<td>10100</td>
</tr>
<tr>
<td>11</td>
<td>1011</td>
<td>1</td>
<td>10111</td>
</tr>
<tr>
<td>12</td>
<td>1100</td>
<td>0</td>
<td>11000</td>
</tr>
<tr>
<td>13</td>
<td>1101</td>
<td>1</td>
<td>11011</td>
</tr>
<tr>
<td>14</td>
<td>1110</td>
<td>1</td>
<td>11101</td>
</tr>
<tr>
<td>15</td>
<td>1111</td>
<td>0</td>
<td>11110</td>
</tr>
</tbody>
</table>

Note that for the sake of simplicity, we are discussing here the even-parity checking, where the number of 1’s should be an even number. It is also possible to use odd-parity checking, where the number of 1’s should be odd.

Performance
An observation of the table reveals that to move from one code word to another, at least two data bits should be changed. Hence these set of code words are said to have a minimum distance (hamming distance) of 2, which means that a receiver that has knowledge of the code word set can detect all single bit errors in each code word. However, if two errors occur in the code word, it becomes another valid member of the set and the decoder will see only another valid code word and know nothing of the error. Thus errors in more than one bit cannot be detected. In fact it can be shown that a single parity check code can detect only odd number of errors in a code word.

3.2.3.2 Two-dimension Parity Check

Performance can be improved by using two-dimensional parity check, which organizes the block of bits in the form of a table. Parity check bits are calculated for each row, which is equivalent to a simple parity check bit. Parity check bits are also calculated for all columns then both are sent along with the data. At the receiving end these are compared with the parity bits calculated on the received data. This is illustrated in Fig. 3.2.4.
Two-Dimension Parity Checking increases the likelihood of detecting burst errors. As we have shown in Fig. 3.2.4 that a 2-D Parity check of n bits can detect a burst error of n bits. A burst error of more than n bits is also detected by 2-D Parity check with a high-probability. There is, however, one pattern of error that remains elusive. If two bits in one data unit are damaged and two bits in exactly same position in another data unit are also damaged, the 2-D Parity check checker will not detect an error. For example, if two data units: 11001100 and 10101100. If first and second from last bits in each of them is changed, making the data units as 01001110 and 00101110, the error cannot be detected by 2-D Parity check.

3.2.3.3 Checksum

In checksum error detection scheme, the data is divided into k segments each of m bits. In the sender’s end the segments are added using 1’s complement arithmetic to get the sum. The sum is complemented to get the checksum. The checksum segment is sent along with the data segments as shown in Fig. 3.2.5 (a). At the receiver’s end, all received segments are added using 1’s complement arithmetic to get the sum. The sum is complemented. If the result is zero, the received data is accepted; otherwise discarded, as shown in Fig. 3.2.5 (b).

Performance
The checksum detects all errors involving an odd number of bits. It also detects most errors involving even number of bits.
Figure 3.2.5 (a) Sender’s end for the calculation of the checksum, (b) Receiving end for checking the checksum

3.2.3.4 Cyclic Redundancy Checks (CRC)

This Cyclic Redundancy Check is the most powerful and easy to implement technique. Unlike checksum scheme, which is based on addition, CRC is based on binary division. In CRC, a sequence of redundant bits, called cyclic redundancy check bits, are appended to the end of data unit so that the resulting data unit becomes exactly divisible by a second, predetermined binary number. At the destination, the incoming data unit is divided by the same number. If at this step there is no remainder, the data unit is assumed to be correct and is therefore accepted. A remainder indicates that the data unit has been damaged in transit and therefore must be rejected. The generalized technique can be explained as follows.

If a $k$ bit message is to be transmitted, the transmitter generates an $r$-bit sequence, known as Frame Check Sequence (FCS) so that the $(k+r)$ bits are actually being transmitted. Now this $r$-bit FCS is generated by dividing the original number, appended by $r$ zeros, by a predetermined number. This number, which is $(r+1)$ bit in length, can also be considered as the coefficients of a polynomial, called Generator Polynomial. The remainder of this division process generates the $r$-bit FCS. On receiving the packet, the receiver divides the $(k+r)$ bit frame by the same predetermined number and if it produces no remainder, it can be assumed that no error has occurred during the transmission. Operations at both the sender and receiver end are shown in Fig. 3.2.6.
Figure 3.2.6 Basic scheme for Cyclic Redundancy Checking

This mathematical operation performed is illustrated in Fig. 3.2.7 by dividing a sample 4-bit number by the coefficient of the generator polynomial $x^3 + x + 1$, which is 1011, using the modulo-2 arithmetic. Modulo-2 arithmetic is a binary addition process without any carry over, which is just the Exclusive-OR operation. Consider the case where $k = 1101$. Hence we have to divide 1101000 (i.e. $k$ appended by 3 zeros) by 1011, which produces the remainder $r = 001$, so that the bit frame $(k + r) = 1101001$ is actually being transmitted through the communication channel. At the receiving end, if the received number, i.e., 1101001 is divided by the same generator polynomial 1011 to get the remainder as 000, it can be assumed that the data is free of errors.

Figure 3.2.7 Cyclic Redundancy Checks (CRC)
The transmitter can generate the CRC by using a feedback shift register circuit. The same circuit can also be used at the receiving end to check whether any error has occurred. All the values can be expressed as polynomials of a dummy variable X. For example, for \( P = 11001 \) the corresponding polynomial is \( X^4 + X^3 + 1 \). A polynomial is selected to have at least the following properties:

- It should not be divisible by \( X \).
- It should not be divisible by \( (X+1) \).

The first condition guarantees that all burst errors of a length equal to the degree of polynomial are detected. The second condition guarantees that all burst errors affecting an odd number of bits are detected.

CRC process can be expressed as \( X^n M(X) / P(X) = Q(X) + R(X) / P(X) \)

Commonly used divisor polynomials are:

- \( \text{CRC-16} = X^{16} + X^{15} + X^2 + 1 \)
- \( \text{CRC-CCITT} = X^{16} + X^{12} + X^5 + 1 \)
- \( \text{CRC-32} = X^{32} + X^{26} + X^{23} + X^{22} + X^{16} + X^{12} + X^{11} + X^{10} + X^8 + X^7 + X^5 + X^4 + X^2 + 1 \)

**Performance**

CRC is a very effective error detection technique. If the divisor is chosen according to the previously mentioned rules, its performance can be summarized as follows:

- CRC can detect all single-bit errors
- CRC can detect all double-bit errors (three 1’s)
- CRC can detect any odd number of errors (\( X+1 \))
- CRC can detect all burst errors of less than the degree of the polynomial.
- CRC detects most of the larger burst errors with a high probability.
- For example CRC-12 detects 99.97% of errors with a length 12 or more.

### 3.2.4 Error Correcting Codes

The techniques that we have discussed so far can detect errors, but do not correct them. **Error Correction** can be handled in two ways.

- One is when an error is discovered; the receiver can have the sender retransmit the entire data unit. This is known as **backward error correction**.
- In the other, receiver can use an error-correcting code, which automatically corrects certain errors. This is known as **forward error correction**.

In theory it is possible to correct any number of errors atomically. Error-correcting codes are more sophisticated than error detecting codes and require more redundant bits. The number of bits required to correct multiple-bit or burst error is so high that in most of the
cases it is inefficient to do so. For this reason, most error correction is limited to one, two or at the most three-bit errors.

3.2.4.1 Single-bit error correction

Concept of error-correction can be easily understood by examining the simplest case of single-bit errors. As we have already seen that a single-bit error can be detected by addition of a parity bit (VRC) with the data, which needed to be send. A single additional bit can detect error, but it’s not sufficient enough to correct that error too. For correcting an error one has to know the exact position of error, i.e. exactly which bit is in error (to locate the invalid bits). For example, to correct a single-bit error in an ASCII character, the error correction must determine which one of the seven bits is in error. To this, we have to add some additional redundant bits.

To calculate the numbers of redundant bits \(r\) required to correct \(d\) data bits, let us find out the relationship between the two. So we have \((d+r)\) as the total number of bits, which are to be transmitted; then \(r\) must be able to indicate at least \(d+r+1\) different values. Of these, one value means no error, and remaining \(d+r\) values indicate error location of error in each of \(d+r\) locations. So, \(d+r+1\) states must be distinguishable by \(r\) bits, and \(r\) bits can indicates \(2^r\) states. Hence, \(2^r\) must be greater than \(d+r+1\).

\[
2^r \geq d+r+1
\]

The value of \(r\) must be determined by putting in the value of \(d\) in the relation. For example, if \(d\) is 7, then the smallest value of \(r\) that satisfies the above relation is 4. So the total bits, which are to be transmitted is 11 bits \((d+r = 7+4 = 11)\).

Now let us examine how we can manipulate these bits to discover which bit is in error. A technique developed by R.W. Hamming provides a practical solution. The solution or coding scheme he developed is commonly known as Hamming Code. Hamming code can be applied to data units of any length and uses the relationship between the data bits and redundant bits as discussed.

\[
\begin{array}{cccccccc}
11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
d & d & d & r & d & d & d & r & d & r & r \\
\end{array}
\]

**Figure 3.2.8** Positions of redundancy bits in hamming code
Basic approach for error detection by using Hamming code is as follows:

- To each group of \( m \) information bits \( k \) parity bits are added to form \( (m+k) \) bit code as shown in Fig. 3.2.8.
- Location of each of the \( (m+k) \) digits is assigned a decimal value.
- The \( k \) parity bits are placed in positions 1, 2, …, \( 2^{k-1} \) positions. \( k \) parity checks are performed on selected digits of each codeword.
- At the receiving end the parity bits are recalculated. The decimal value of the \( k \) parity bits provides the bit-position in error, if any.

Figure 3.2.9 shows how hamming code is used for correction for 4-bit numbers \((d_4d_3d_2d_1)\) with the help of three redundant bits \((r_3r_2r_1)\). For the example data 1010, first \( r_1 \) (0) is calculated considering the parity of the bit positions, 1, 3, 5 and 7. Then the parity bits \( r_2 \) is calculated considering bit positions 2, 3, 6 and 7. Finally, the parity bits \( r_4 \) is calculated considering bit positions 4, 5, 6 and 7 as shown. If any corruption occurs in any of the transmitted code 1010010, the bit position in error can be found out by calculating \( r_3r_2r_1 \) at the receiving end. For example, if the received code word is 1110010, the recalculated value of \( r_3r_2r_1 \) is 110, which indicates that bit position in error is 6, the decimal value of 110.
Example:

Let us consider an example for 5-bit data. Here 4 parity bits are required. Assume that during transmission bit 5 has been changed from 1 to 0 as shown in Fig. 3.2.11. The receiver receives the code word and recalculates the four new parity bits using the same set of bits used by the sender plus the relevant parity (r) bit for each set (as shown in Fig. 3.2.11). Then it assembles the new parity values into a binary number in order of r positions (r8, r4, r2, r1).

\[
\begin{array}{cccc}
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
\end{array}
\quad
\begin{array}{cccc}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 \\
\end{array}
\]

Data to be send
Data to be send along with redundant bits

\[
\begin{array}{cccc}
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{array}
\quad
\begin{array}{cccc}
1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 \\
\end{array}
\]

Data Received
Data Received Minus Parity Bits

Parity bits recalculated

Calculations:

Parity recalculated (r8, r4, r2, r1) = 0101₂ = 5₁₀.

Hence, bit 5th is in error i.e. d₅ is in error.
So, correct code-word which was transmitted is:

\[
\begin{array}{cccc}
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
\end{array}
\]

Figure 3.2.11 Use of Hamming code for error correction for a 5-bit data
Fill In The Blanks:

1. Error detection is usually done in ________ layer of OSI.
2. ________ uses the one’s complement arithmetic.
3. ___________ is the error detection method which consists of a parity bit for each data unit as well as an entire data unit of parity bit.
4. The number of bits position in which code words differ is called the _________ distance.
5. To detect d errors, you need a distance ________ code.
6. To correct d errors, you need a distance ________ code.
7. ________ error means that only one bit of given data unit (such as a byte, character, or data unit) is changed from 1 to 0 or from 0 to 1.
8. Which Error detection method can detect a burst error? ___________
9. ________ involves polynomials.
10. In cyclic redundancy check, CRC is ________.
11. In Cyclic Redundancy Check, the divisor is ______ the CRC.
12. When an error is discovered; the receiver can have the sender retransmit the entire data unit. This is known as ______________ correction.
13. When receiver can use an error-correcting code, which automatically corrects certain errors. This is known as ______________ correction.

Short Question:

1. **Why do you need error detection?**
   **Ans:** As the signal is transmitted through a media, the signal gets corrupted because of noise and distortion. In other words, the media is not reliable. To achieve a reliable communication through this unreliable media, there is need for detecting the error in the signal so that suitable mechanism can be devised to take corrective actions.

2. **Explain different types of Errors?**
   **Ans:** The errors can be divided into two types: Single-bit error and Burst error.
   - **Single-bit Error**
     The term single-bit error means that only one bit of given data unit (such as a byte, character, or data unit) is changed from 1 to 0 or from 0 to 1.
   - **Burst Error**
     The term burst error means that two or more bits in the data unit have changed from 0 to 1 or vice-versa. Note that burst error doesn’t necessary means that error occurs in consecutive bits.

3. **Explain the use of parity check for error detection?**
   **Ans:** In the Parity Check error detection scheme, a parity bit is added to the end of a block of data. The value of the bit is selected so that the character has an even number of 1s (even parity) or an odd number of 1s (odd parity). For odd parity check, the receiver examines the received character and if the total number of 1s is odd, then it assumes that no error has occurred. If any one bit (or any odd number of bits) is erroneously inverted during transmission, then the receiver will detect an error.
4. What are the different types of errors detected by parity check?
Ans: If one bit (or odd number of bits) gets inverted during transmission, then parity check will detect an error. In other words, only odd numbers of errors are detected by parity check. But, if two (or even number) of bits get inverted, and then the error remains undetected.

5. Draw the LFSR circuit to compute a 4 bit CRC with the polynomial $X^4 + X^2 + 1$?
Ans:

6. Obtain the 4-bit CRC code word for the data bit sequence 10011011100 (leftmost bit is the least significant) using the generator polynomial given in the previous problem.
Ans: Divide (Mod-2) 001110110010000 by 10101 to get 4-bit code word: 1101. Details of the steps is given below

\[
\begin{align*}
001110110010000 & \\
& 10101 \\
\hline
10001 & \\
& 10101 \\
\hline
10000 & \\
& 10101 \\
\hline
10110 & \\
& 10101 \\
\hline
11000 & \\
& 10101 \\
\hline
& 1101
\end{align*}
\]